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Family of Neural Networks
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Explainable Neural Networks (xNN)

Reference: Vaughan, et al. (2018) Explainable neural networks based on additive
index models. The RMA Journal, 40–49.
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Explainable Neural Networks (ExNN)

In pursuit of model self-explainability, an enhanced xNN is developed by
imposing the following interpretability constraints:

Sparse additive subnetworks — to avoid non-identifiability issue

Orthogonal projection pursuit — to avoid correlated projections

Smooth functional approximation — to prevent overfitted wiggles
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ExNN Architecture

Reference: Yang, Z., Zhang, A. and Sudjianto, A.(2020). Enhancing explainability
of neural networks through architecture constraints. IEEE Trans. on Neural Networks
and Learning Systems. DOI: 10.1109/TNNLS.2020.3007259.
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SOS-BP Algorithm
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Simulation Study: DGM
Assume the following data generation mechanism:
1 Generate the 10-dimensional z randomly from Unif(−1,1);
2 Generate pairwise correlated features by xj =

z j+tu

1+t for j = 1,2, . . . ,10,
where t is chosen s.t. ρ = t2

1+t2 = 0.5;
3 Generate the response y by

y = h1(wT
1 x) + h2(wT

2 x) + h3(wT
3 x) + h4(wT

4 x) + ε, ε ∼ N(0,1)

with projection weights and ridge functions

WT ∝


1.0 0 0 0 0 0 0 0 0 0
0.0 1.0 0 0 0 0 0 0 0 0
0.0 0 0.5 0.5 0 0 0 0 0 0
0.0 0 0 0 0.2 0.3 0.5 0 0 0

 ,
h1(z) = 2z, h2(z) = 0.2e−4z, h3(z) = 3z2, h4(u) = 2.5 sin(πz).

Note that the last three features are treated as inactive variables.
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Simulation Study: Result
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ExNN Package on Github

https://github.com/SelfExplainML/ExNN

By sufficient training, the ExNN may reach the global optimum ...
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GAM with Neural-Net Main Effects
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GAMI-Net with Two-factor Interactions

InteractionsMain Effects
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Reference: Yang, Zhang, and Sudjianto (2020). GAMI-Net: An xNN based on
Generalized Additive Models with Structured Interactions. arXiv:2003.0713.
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Simulation Study: DGM

Assume the following data generation mechanism:

y =8
(
x1 −

1
2

)2
+

1
10

e(−8x2+4) + 3 sin (2πx3x4)

+ 5e−2(2x5−1)2− 1
2 [15x6+12(2x5−1)2−13]2

+ ε,
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Simulation Study: GAMI-Net Result
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Simulation Study: EBM Result

https://github.com/interpretml/interpret
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GAMI-Net Package on Github

https://github.com/SelfExplainML/GamiNet

It includes GAM-Net as a special case ...
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Thank You!

Q&A or Email ajzhang@umich.edu
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